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’ INTRODUCTION

Enzymes are excellent catalysts. Millions of years of evolution
has afforded enzymes with the ability to accelerate the rate of
chemical reactions with a high degree of efficiency, selectivity,
and specificity. As such, the use of enzymes as biocatalysts for
industrial processes is an economically and environmentally attr-
active option.1 However, natural enzymes are often unable to
function in the non-natural conditions dictated by many indus-
trial reactions, which frequently require elevated temperatures, or
utilize high substrate concentrations that can inhibit enzyme
function. Another important factor that may restrict the use of a
biocatalyst is the cost of producing the protein in a stable and
pure form. These limitations are currently being addressed by the
fast expanding field of enzyme engineering.2 There are already
a number of successful reports of natural enzymes being rede-
signed to a set of specific chemical synthesis requirements, making
biocatalysts a more viable option for industrial purposes.

Enzyme engineering is the process by which the natural
sequence of an enzyme is altered to tailor-design the activity of
the enzyme for a particular reaction. Two broad approaches can
be undertaken to achieve this—directed evolution and (semi)-
rational design (Figure 1). Previously, these two approaches were
considered unique and exclusive. However, in recent years there
has been an increasing trend in the two approaches being used
hand-in-hand to optimize a biocatalyst in a less labor-intensive
and more time-efficient manner. Additionally, advances in the
field of computational biology and our growing understanding of
protein structure have expanded the field of engineering into the
realms of de novo design. We are now creating enzymes capable
of catalyzing reactions which cannot be catalyzed by any known
naturally occurring enzyme.3�5 Here, the main approaches to
enzyme engineering will be discussed inmore detail, with specific

examples of successful engineering of biocatalysts presented, and
recent advances in the field will also be highlighted.

’DIRECTED EVOLUTION

Directed evolution is based upon the principle of natural
evolution, whereby the incorporation of random mutations into
the sequence of an enzyme allows the creation a large mutant
library (103�106 mutants) displaying a high level of sequence
diversity. This diversity is then explored by high-throughput
screening to identify and select for those mutations which pro-
duce the desired phenotype or increase the enzyme activity,
mimicking the process of natural selection. This selection pro-
cedure is repeated several times to produce the final biocatalyst
with the desired traits.6

The challenge of creating the expansive and diverse library of
mutants called for by directed evolution has largely been over-
come with the development of a number of robust techniques for
producing genetic diversity.7 Perhaps the most commonly em-
ployed techniques to generate this diversity are error-prone
polymerase chain reaction (PCR),8 which inserts mutations
randomly across genes because the Taq polymerase lacks
30�50 exonuclease proofreading activity; and DNA shuffling,9

which involves the recombination of homologous sets of genes.
Other techniques to introduce sequence diversity include the use
of mutator strains, which lack one or more DNA repair
pathways;10 growth of cells harboring a plasmid encoding for
the gene of interest in the presence of chemical mutagens such as
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ethyl methanesulfonate (EMS);11 and sequence saturation mu-
tagenesis (SeSaM), which generates truly random mutations
across each nucleotide within a given sequence.12

One elegant example in which an enzyme was first selected for
its novel activity, and the activity was subsequently catalytically
improved by directed evolution, was presented by Seelig and
Szostak.13 To aid their library screening process, they developed a
technique known as mRNA display, which allows for the in vitro
selection of enzymes from protein libraries. In this technique a
DNA library is first created, and it is then transcribed into mRNA.
A modified oligonucleotide containing puromycin (an antibiotic
which resembles tRNA) is cross-linked to the 30 end of the mRNA
before in vitro translation, resulting in mRNA-displayed protein.
To carry out the selection process, the mRNA-displayed protein is
linked to the reaction substrate via reverse transcription of the
mRNA to cDNA using a substrate-linked primer. Active enzymes
can then be selected as they will convert the substrate into the
required product. The cDNAof the active enzymes is then isolated
and is used for further rounds of evolution (Figure 2). Using this
technique, Seelig and Szostak probed a library which had been
prepared by mutating two recognition loops of the DNA binding
domain of human retinoid-X-receptor using degenerate primers,
preselection of random cassettes for intact open reading frames,
and assembly of the final library by an iterative process of restric-
tion and ligation.14,15 The authors tested the library consisting of
4 � 1012 RNA ligases for a particular novel activity: the ability to
catalyze the ligation of a 50 triphosphorylatedRNAoligonucleotide
to the 30 hydroxyl group on a second RNA oligonucleotide. The
activity of the resulting isolated RNA ligases was further improved
by error-prone PCR. Following several rounds of mutagenesis
and selection, 18 novel RNA ligases were found. The 7 most
active ligases were expressed in Escherichia coli as part of a maltose
binding protein (MBP) fusion to improve stability and solubility of
the proteins, and the most active of these fusion proteins was
characterized. They found that their evolved RNA ligase was cap-
able of catalyzing this novel reaction 2� 106 times faster than the
uncatalyzed reaction, which is a marked improvement.

One of the greatest advantages of the technique described by
Seelig and Szostak, and in fact of directed evolution as a whole, is

that no prior structural knowledge of the enzyme is required,
permitting the engineering of enzymes whose function is not yet
fully understood.16 However, the stochastic nature of directed
evolution imposes a serious limitation on this method, that is, the
larger the library of mutants screened, the greater the chance of
selecting the desired mutant. Consequently, this technique relies
heavily on the ability to test the large number of mutants by
a high-throughput assay, which is often an extremely labor-
intensive process.17,18 The development of techniques such as
mRNA display of proteins,13 fluorescence-activated cell-sorting
(FACS) of cell-surface displayed mutants,19 and the incorpora-
tion of individual bacterial cells into microdroplets as a means of
assessing gene expression and enzyme activity20 have made the
screening of large mutant libraries a more practical and achievable
process. Nevertheless, the creation of smaller, high-quality libraries
containing more mutants displaying the required phenotype, as
opposed to larger libraries consisting of a relatively high proportion
of nonfunctional mutants, would be a more practical approach to
circumventing the screening bottleneck.21 It is with this aim inmind
that researchers have embarked upon the path of semirational
design of biocatalysts.

’SEMIRATIONAL DESIGN

Semirational design is a knowledge-driven process, requiring
some degree of understanding of the mechanism by which the
enzyme catalyzes a reaction, as well as prior knowledge of either
the sequence or the three-dimensional crystal structure of the
enzyme. These requirements immediately limit the use of semi-
rational design to only those enzymes which have been pre-
viously characterized. However, the antithesis of this limitation is
that this prior knowledge allows the researcher to design a more
specific set of mutations, thereby creating a much smaller library

Figure 2. Scheme representing the process of mRNA display of
proteins. A library of mRNA displayed proteins is reverse transcribed
to cDNA using primers with a substrate covalently attached. This results
in a cDNA-mRNA-protein-substrate complex. Proteins that are active
against the substrate modify their own cDNA with the resulting reaction
product. This cDNA is then selected and is amplified for further rounds
of engineering.

Figure 1. Summary of the different processes required by semirational
design and directed evolution.
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(102�103 mutants) with a higher proportion of mutants dis-
playing beneficial traits. Not only does this diminish the task of
screening the library, it also allows the researcher to fine-tune the
activity of the enzyme more precisely before undertaking any
experiments.22

The typical decision making process that a researcher follows
prior to creating a library by semirational design is described in
Chart 1.23 A varied and valuable toolkit is available for semira-
tional design, owing to the development of a number of algo-
rithms and programs which simplify the decision making process
and allow the researcher to screen libraries in silico.24,25 One
such algorithm is Quantitative Structure�Activity Relationships
(QSAR). This multivariate statistical approach establishes a
relationship between mutations at given positions in the seq-
uence of an enzyme and the activity of the mutants, providing
predictions of the relative activities of the mutants prior to any
experimental measurements. This algorithm has been further
developed by combining it with ProSAR analysis, which classifies
mutations within a given library as neutral, deleterious, or bene-
ficial. The most active mutant is preselected using QSAR, and is
subsequently used as the template for incorporation of the most
beneficial mutations provided by ProSAR, allowing a mutation-
activity focused optimization of a biocatalyst.26 Another metho-
dology that is used to predict the value of mutating given amino
acids is Combinatorial Active Site Saturation Test (CASTing),
which uses the three-dimensional structure of an enzyme to iden-
tify key residues surrounding the active site. Several of these posi-
tions are then randomized simultaneously in silico, increasing the
probability of cooperative effects favorably altering the activity of
the enzyme.27

Interestingly, one recent study has challenged the widely
accepted belief that active site residues and their neighbors con-
trol the specificity of an enzyme.28 The crystal structure of the
Baeyer�Villiger monooxygenase PAMOwas analyzed to identify

randomization hotspots remote to the active site. The aim of
mutating a region distant from the active site was to induce allo-
steric effects, thereby altering the enzyme activity and enantios-
electivity. It was predicted that changes in allostery would result
in domain shifts, bringing the NADP-binding domain closer to
the FAD-binding domain. This structural reorganization would
therefore create a new binding pocket for the enzyme. Subse-
quently, residues Gln93 and Pro94, which are located between
the two binding domain interfaces, were selected for saturation
mutagenesis studies.17 Using the already known crystal structure
of the enzyme,Wu et al.28 were able to design a very specific, high
quality mutant library, thereby greatly reducing the screening
effort required. After screening of only 400 variants, a meager
effort in comparison to the mammoth task of library screening
in most cases of directed evolution, two double mutants were
found to have altered substrate specificity. Of these, the double
mutant Gln93Asn/Pro94Asp was the most active, displaying
high enantioselectivity against cyclohexanone derivatives which
are normally not accepted by PAMO.28

Although semirational design allows one to create a smaller,
more specific library of mutants with lower redundancy, the
question remains—is it even necessary to make a mutant library?
Natural evolution has far excelled our current engineering strate-
gies, drawing from millions of years worth of experience in per-
fecting enzymes for particular processes. Mother Nature has
already furnished uswith an immense library of diverse sequences.
Some researchers have taken advantage of this fact, using pre-
existing enzymes in their search for the perfect biocatalyst. In a
recent report, H€ohne and co-workers29 analyzed the three-
dimensional crystal structure of (S)-selective transaminase, mak-
ing predictions of key amino acid mutations which could convert
the enzyme to an (R)-selective transaminase. However, rather
than create a mutant library, they produced an algorithm to
search sequence databases, to ascertain whether any preexisting

Chart 1
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enzymes already displayed these particular mutations. In doing
so, they discovered 17 highly enantiospecific (R)-selective trans-
aminases which had not previously been reported.29 This shift
from semirational design to rational in silico approaches is gaining
more prominence, in part because of our improving knowledge of
enzyme catalysis, as well as the development of computer-assisted
designmethods such as Rosetta3,4,30,31 which permits the de novo
design of an active site for a particular chemical reaction.

’DE NOVO DESIGN

De novo design of enzymes is modeled on the principle that an
enzyme catalyzes a reaction by stabilizing the transition state,
therefore lowering the activation energy of the reaction.32 If this
principle is taken literally, it should theoretically be possible to
arrange a set of atoms in a particular configuration and produce
an active enzyme. This is the basis of the computational rational
design of de novo enzymes. The first step in designing an enzyme
is the in silico modeling of the transition state of a reaction, with
active site residues positioned in an optimized geometry to
stabilize the transition state using quantum mechanical simula-
tions. Next, the idealized active site is positioned within already
existing protein scaffolds, and the amino acids are varied to per-
fectly accommodate the binding pocket using molecular model-
ing tools such as RosettaMatch.3,4,30,31 Subsequently, this highly
challenging method requires a detailed understanding of the
catalytic action of the enzyme and a high resolution crystal struc-
ture upon which to model the enzyme.33

Initial success has been reported by the Baker lab, with the de
novo design of a retro-aldolase,3 a Kemp eliminase,4 and most
recently, a Diels�Alderase.5 In this latest report, the researchers
describe the design of an enzyme capable of forming two carbon�
carbon bonds in the cycloaddition of diene and dienophile,
forming a cyclohexene ring (Figure 3). While there are reports
of enzymes capable of an intramolecular cycloaddition,34 no
naturally occurring enzyme capable of catalyzing an intermole-
cular Diels�Alder reaction is known to exist, making this an
important advancement for organic synthesis. First, a model
catalytic mechanism was designed, and in silico active site models
were designed using Rosetta methodology. Using a carbonyl
oxygen from glutamine or asparagine to hydrogen bond to the
diene intermediate, and a hydroxyl from serine, threonine, or

tyrosine to hydrogen bond to the dienophile intermediate,
quantum mechanical calculations were used to find the lowest
energy transition state. The surrounding protein scaffold was
designed using RosettaMatch31 and RosettaDesign,35 resulting
in 84 designs which were tested experimentally. Two of the
designed enzymes displayed stereospecific Diels�Alder activity,
and their catalytic efficiencies were further improved bymutation
of key active site residues to further stabilize the transition state.
One of the mutants displayed a catalytic efficiency 20 times
greater than catalytic antibodies which undertake the same
reaction, perhaps only a modest improvement upon existing
biocatalysts for this reaction.

The same argument that de novo design does not always
produce a highly active biocatalyst can also be applied in the case
of the Kemp eliminase.4 Here, the removal of a hydrogen ion
from a carbon�hydrogen bond is a key step to initiate the reac-
tion. Using aspartic acid and histidine as potential bases, the
researchers modeled the active site and tested a number of pro-
tein scaffolds to produce 59 energetically stable models. These
models were tested experimentally, and eight were found to be
active. One of these proteins (KE07) was further improved by
mutational analysis, creating an enzyme which could catalyze the
reaction a million times faster than the uncatalyzed reaction,
which, again equals but does not excel the rates already reported
for catalytic antibodies.36 KE07 has since been further improved,
first by computational design to perturb the active site backbone
geometries, alter the overall active site confirmation, regulate the
charge of the active site residues, and to change the length of the
loop covering the active site. The residues designated as hotspots
by these models were subjected to several rounds of random
mutagenesis, resulting in a greater than 400-fold improvement in
the catalytic efficiency.37 These reports exemplify the fact that de
novo design is not without its drawbacks and difficulties.

An even more challenging case is the de novo design of both a
novel active site and the surrounding protein scaffold, from first
order principles. One group designed an artificial four-helix bundle
di-iron enzyme,38 and then converted it to a phenol oxidase
by addition of a phenol binding site. To do this, four bulky
leucine residues which blocked the active site required mutation
to smaller residues such as glycine. However, any one of these
mutations led to a complete destabilization of the fold of the
enzyme. By substituting three residues, Val24Thr, Lys25His,
and Leu26Asn, which are situated in a loop region distant to
the active site, the authors were able to stabilize the protein
structure and subsequently solved the structure of the enzyme
by NMR.39

Perhaps the catalytic activity improvements described above
for de novo design are not as impressive as some reported for
directed evolution, and a dependence upon directed evolution
techniques still exists to achieve these improvements. Never-
theless, an important milestone has been reached in enzyme
engineering.We are now in a position to tailor-design enzymes to
catalyze reactions that do not occur in nature, allowing us to
create the ideal biocatalyst.40

’CONCLUDING REMARKS

Advances in the methodology available to the enzyme
engineer have allowed the development of new strategies to
design biocatalysts. While most early studies were focused on
directed evolution techniques, there has been a shift toward
employing directed evolution in conjunction with semirational

Figure 3. Reaction scheme of the Diels�Alder reaction carried out by a
designed enzyme, which catalyzes a pericyclic [4 + 2] cycloaddition of
diene and dienophile to form a chiral cyclohexene ring. An acceptor and
donor are required within the active site of the enzyme to activate the
twomolecules. The carbonyl oxygen from amino acids such as glutamine
or asparagine could act as an acceptor for the diene intermediate, while a
hydroxyl from amino acids such as serine, threonine, or tyrosine could
act as a donor for the dienophile intermediate.
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design to produce biocatalysts. This has mainly been thanks to
the introduction of a number of excellent computer algorithms,
and to the exponential growth in the number of three-
dimensional structures and protein sequences which are available
to the researcher. Smaller, high quality mutant libraries are now
commonplace and a range of techniques have been introduced
which permit the rapid and straightforward analysis of library
members. We are now on the cusp of a new era of complete de
novo design of biocatalysts, with successful reports of enzymes
being designed to catalyze unnatural reactions already emerging.
While these designed enzymes perhaps lag behind evolved
enzymes in catalytic efficiencies, they represent an incredible leap
forward in our abilities to create “ex nihilo”. They are also
important starting points for further improvements using our
existing well-proven strategies of directed evolution and semira-
tional design. In summary, these exciting advances point toward
a number of potentially highly efficient and practical strategies
for the production of tailor-designed biocatalysts for industrial
purposes.
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